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Abstract: Owing to the switching nature of power electronic systems, the dynamic behaviors of these systems are 

generally nonlinear. It’s a good approach to modeling dynamic nonlinear systems using nonlinear system identification. 

Compactly supported orthogonal wavelets have certain properties useful for system identification. This paper proposed 

an identification scheme for dynamic nonlinear system model using Haar wavelet. Simulation result for PWM boost 

DC-DC converter shows the validation of this scheme. 

 

Keywords: Wavelet theory, Multi-resolution, Nonlinear system identification. 

 

1. INTRODUCTION 

 
The nonlinear systems are widely existed in our world. 

Owing to the switching nature of power electronic 

systems, the dynamic behaviors of these systems are 

generally nonlinear. Many scholars began to use small 

signal model to establish the dynamic nonlinear model of 
power electronic system [1]. But the small signal model is 

difficult to deal with large signal disturbance, and can’t 

predict the harmonic and sub harmonic frequency 

characteristics. In recent years, scholars have put forward 

a lot of methods of nonlinear modeling of power electronic 

systems [2]. Most of these methods are oriented current, 

that is, the ideal current requirements, and the system is 

known to work in detail. In many cases, these conditions 

are not met, so we consider using the nonlinear 

identification method to establish the dynamic model. This 

paper research the nonlinear system identification based 
on Wavelet. 

 

2. WAVELET THEORY 

 
2.1 Wavelet Transform 

Definition: Suppose
)()( 2 RLt 

, which Fourier 

transform is
 ̂

. If 
 ̂

satisfied the following 
condition: 
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Then 
)(t

 is called Mother Wavelet. The Mather Wavelet 

could be scaled and shifted as 

)/()( 2/1

, abtatba   
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where is called a Wavelet series. Is the scale factor and   is 

the shift factor. 

 

The continuous Wavelet translation for any is 
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and the reconstruction formula ( inverse transform ) is 
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Because 
)(, tba

 has the role of the observation window 

in Wavelet transform for the analyzed signals, 
)(t

 must 

satisfy the constraint condition: 

  



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                 (5) 
 

so 
 ̂

 is a continuous function. 
 

The continuous Wavelet must be discretized when utilized 

in real application. Due to the property of Wavelet basis 

functions, when parameter a  is enlarged, the interval of 
a  is also enlarged at the same time. So let 

)( 0 Zjaa
j




, choose 
20 a

 generally. For the 

same reason, b should be the integer times of 
Ta

j
0 , so 

choose 
Tkab j 0 . If 

2,1 0  aT
, then 

jkb  2 .

)()( 0

2/

0, ktaat jj

kj  
 is the Wavelet basis 

function with discrete parameters, and the time sampling 

t  would be 

j
ka


0 . 

 

For a Wavelet basis function with discrete parameters, the 

Wavelet coefficients are as following 
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 dtttfC kjkj )()( *

,, 
                 (6) 

 
and the synthesis or reconstruction for a signal is found 

0a
, T  and 

)(t
, which satisfied the following 

equation: 
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2.2 Multi-resolution Analysis and Orthogonal Wavelet 

Basis 

Let jV
 represents all collections of 

 RL2  space 

functions that can be approximated by a 
j2  resolution, 

 RLV j 2
. 

 

Suppose 
 

ZjjV
  is a multi-resolution approximation of 

)(2 RL
,so a function 

  )(2 RLx 
 is existed (which is 

called scale function). Let Zj

jj

j xx  )2(2)( 
, then 

 

Zk

j

j

j

kj kxx 

  )2(2)( 2

, 
          (8) 

 

is a orthogonal basis of jV
. 

Combined with equation Zj

jj

j xx  )2(2)( 
 and 

equation (8), then the orthogonal basis of jV
 can be 

deduced as following 

Zk

j

j

j
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An important feature of the orthogonal wavelet expansion 

is that the coefficients of the coarse scale can be calculated 

by the fine scale coefficients recursively and vice versa. 

For all the resolutions of 
)(xf

(denoted by Zj

j


2

) , 
which approximation can be obtained by the pyramid 

algorithm. 

 

Above is the case of a single variable. The tensor product 

method can be used to construct orthogonal basis using d  
one-dimensional basis functions for multiple variables. 

Scale function is introduced firstly: 
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Substituted 
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in equation (10) with 
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Then the orthogonal bases of 
 dRL2  are 
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3. NONLINEAR SYSTEM IDENTIFICATION 

BASED ON ORTHOGONAL WAVELET BASES 

 
The discrete time SISO nonlinear dynamic system is 

considered: 
 

)()(         
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The input / output series 
piiky ,,2,1),( 

 and 

qjjku ,,2,1),( 
can be measured,

)(kw
 and 

)(ku
are 

uncorrelated zero mean and finite variance measurement 

noise, whose means 
wkwEkwE  2)]([,0)]([

, 
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is a stable polynomial about 
1q
. 

 

We can minimize a cost function that is defined by the 

sum of sampling errors [5]: 
2
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Where 
),( iixf 

 is the state of next time. 
),( iixf 

 is 

known although 
f

is unknown. Suppose   is  a compact 

supported orthogonal wavelet,   is the scale function to 

generate jV
 space. According to multi-resolution 

characteristics,we obtain 
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Selection of a suitable 1j  makes the one-dimensional 

wavelet 
 xjj

j

11

1
22

2

0,
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and scaling functions 
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 xjj

j
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1
22

2

0,
 

 have small support set, then the 
sampling distributions in the transforms of 

 kx
jj
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 11
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 and 
 kx
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1
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,


 can be 

regarded as constant.    The first item of equation (14) is 

the global approximation of 
f

 function. So the error of 

the identification model is 

)(ˆ)( xfxferr 
                    (15) 

 

The approximation accuracy can be improved by 

increasing the 0j . The coefficients of the newly added 
basis functions are estimated by using the following 

formula: 
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The new function approach only needs to add new basis 

functions and their corresponding coefficients on the basis 

of the existing approximation. Since we choose orthogonal 

basis, the original basis functions and their coefficients are 

kept unchanged. 
 

4. SIMULATION EXAMPLE 

 

DC-DC converter is a common system in power electronic 

system [2]. We use the boost PWM DC-DC converter as a 

simulation example (shown as figure 1). he system is 

composed of a DC voltage source g
V

, a constant effect 

transistor, a diode, an inductor L , a capacitor C and a 

resistor R. Voltage output is controlled by regulating the 

switching period of the field effect transistor, so it is called 

as the working frequency control or pulse width 
modulation ( PWM ). 

 

 
Figure 1 PMW boost converter 

 

We choose Haar wavelet as the basis function in formula 

(14) in this example. Haar wavelet is not only the earliest 

usage of wavelet analysis with a close support of the 

orthogonal wavelet function, but also the simplest 

function. The definition of Haar wavelet is 


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The input work cycle is uniformly distributed from 0.35 to 

0.65 consistently. 300 sets of data were collected, of which 

250 groups were used for identification, and the remaining 

50 groups were used for model checking. We choose 1
j

=1 

and 0
j

=2 at the beginning. If the error is too large, we can 

increase the 0
j

 , d is selected as 3. The Haar wavelet 

scaling function with the resolution 1 is a zero order spline 

function with a width of 0.15 ( 
)2/35.065.0( 1

. That is
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, the other items in formula (10) are: 

 

 

 

 
  

  0.07575k0.0375,0.00.075k          

0375.0075.0,075.0

)15.015.0,075.015.0(          

)075.015.0,15.0(

15.015.0,15.0

,2

,1

,1





















kk

kk

kk

kk

k

k

k

 
 

Select k  coverage to change range from 0.35 to 0.65, then 

the basis function in formula (14) is 
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So formula (14) can be expressed as 
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The least square method is used to identify the parameters 

in the above formula, and the error of the identification 

model is: 

)(ˆ)( xfxferr 
                  (18) 

 
Because the accuracy of the model is not enough, so we 

increase 0
j

, when scale 
3

0
j

, the coefficients of the 

newly added basis functions are estimated by using the 

following formula: 
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The accuracy of the model is achieved at this time and the 

simulation result is shown in figure 2. The solid line 

represents the sample output, and the point line stands for 

model forecast output. The identification model output of 

the modeling data is shown in Figure (a) in dotted line 

while the predictor model output of the validation data is 
shown in Figure(b) in dotted line. As we can seen from the 

figure, the model has a good generalization. 

 

5. CONCLUSIONS 

 

In order to better research the inherent nonlinear nature of 

the system, the system identification is an important 
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method for the modeling of nonlinear systems. In this 

paper, we study the identification of nonlinear dynamic 

systems based on orthogonal wavelet bases. Simulation of 

the boost pulse width modulation DC-DC converter shows 
that the identification effect of the algorithm is 

satisfactory. This algorithm does not require a priori 

knowledge of the system, has high efficiency and good 

convergence, and can be extended to a large class of 

nonlinear systems. 

 

 
(a) Identification Model 

 

 
(b) Predictive Model 

Figure 2 Simulation result 
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